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Outsourcing training empowers edge intelligence

Machine Learning as a Service (MLaaS)

Intelligent Edge Devices



Outsourcing training compromises privacy
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Who is 
uploading data?



New idea: Find a privacy-free proxy dataset
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Open-source data, e.g., ImageNet, 
DomainNet, CIFAR10, etc.

Filter



New idea: Find a privacy-free proxy dataset
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Filter

High computation and communication 
costs for massive open-source data

Quantify privacy risks of 
shared information?



Efficient Collaborative Open-Source Sampling (ECOS)
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Compress

Diversly 
decompress

Filter



Efficient Collaborative Open-Source Sampling (ECOS)
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Filter

Compress

Diversly 
decompress

Lower computation and 
communication costs by 

using few compressed features

Privacy guarantee by 
Differential Privacy



Application: Selective Manual Labeling
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Proximal Data

Unlabaled
client data ECOS

Outsource 
Labeling

Labeled 
proximal data

Unlabaled
cloud data

Semi-supervised 
Learning



Application: Selective Manual Labeling
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Proximal Data

Unlabaled
client data ECOS

Outsource 
Labeling

Labeled 
proximal data

Unlabaled
cloud data

Semi-supervised 
Learning

• When the same number 
of OOD data (sampling 
budget) are labeled, 
samples by ECOS lead to 
better accuracy in semi-
supervised learning. Higher accuracy

Low accounted 
privacy costs



Conclusions

• New privacy-preserving training: We find public data in place of the client data for 
cloud training. 

• New sampling paradigm: ECOS is communication- and computation-efficient and 
private.

• Flexible on multiple learning tasks: selective manual labeling, automated client 
labeling, and adaptive model compression.
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Outsourcing Training 
without Uploading Data
Thank you for your time!


