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 Privacy: Uploading data 
compromises privacy.

 Efficiency: Cloud training 
provides sufficient 
computation resources.
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Non-private open-source data

 Efficiency: Open-source data could be enormous.
 Bias: Distributional gaps between private and open-source data.
 Redundancy: Duplicated samples from non-curated sources.
 Privacy: Communication may expose private information.

open-source 
sampling

New Problem:
Outsourcing Training without Uploading Data

New Idea: ECOS
Efficient Collaborative Open-Source Sampling
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 New problem: Outsourcing training without uploading 
data.

 New sampling paradigm: ECOS.
 ECOS improves model accuracy.
 ECOS is widely applicable with different supervisions.
 ECOS is efficient in multiple dimensions.

(a) Selective labeling

(b) Adaptive model compression

(c) Automated client labeling
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