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Federated Robustness Propagation

• High cost of adversarial training:
- Increased communication latency.
- High energy cost for battery-powered edge devices.

• Ubiquitous essence of robustness:
- Security in self-driving vehicles.
- Generalization on mild perturbation.

Adversarial Training (AT) 
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Federated Robust Batch-Normalization 
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Share robustness via BN
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• Problem setup
- Resources

- Features
• Challenges

- Transferability of robustness;
- Efficiency of robustness sharing.

• Benchmarks of robustness propagation, where we measure 
the per-epoch computation time (T ) by counting ×1012 times 
of multiplication-or-add operations (MACs) to evaluate the 
efficiency.

1) LBN+DBN: Joint use of LBN and DBN for better trade-off and domain 
personalization.

2) Fill in missing BN statistics: Estimate adversarial BN 

3) Reduce conv-bias: Debias convolutional parameters by transferred 
adversarial BN,

Revisit BN
Ablation Study

Benchmark Results

Known principles:
• Dual BN (DBN): Use different BN for clean and adversarial samples, 

respectively.
- Pros: Better trade-off between robust accuracy (RA) and standard 

accuracy (SA).
- Cons: Cannot mitigate domain gap for using the same BN for all clients.

• Local BN (LBN): Use local BN to mitigate feature heterogeneity.
- Pros: Better SA on different domains.
- Cons: Trade in more SA for higher RA.
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